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Chapter 1: Introduction

1.1 Outline of Thesis

This thesis presents research that has been performed on developing a communication interface for users to control via gaze tracking as an input. My goal is to develop a communication interface that allows a user to communicate easier, quicker, and more effectively than existing solutions. The concept for the supporting language model is what sets this communication interface apart from many existing interfaces. By collecting information about a user’s environment, I aim to develop language groundings to determine salience within a given scene. With this information, the language model can produce context driven text prediction that will be more applicable to a given situation.

For this particular research, the interface presents users with text prediction options using a simulated grounded language model as a corpus. There are four different methods used to populate the text suggestions presented in the interface, outlined in Chapter 3. By employing the use of a gaze tracking device, I am able to better simulate the user experience of someone who may not have the ability to interact with such an interface otherwise. An interactive user study was performed, including a usability survey, and results were collected and analyzed.
This chapter provides an overview of several of the technical concepts relied upon in this research. Chapter 2 discusses some existing technologies and related research to this topic of study. Chapter 3 explains what I expected to find from this research and outlines my hypotheses for this research. Chapter 4 details the actions I took in designing and developing the communication interface, my goals for the supporting language model, and the user study that was performed. Chapter 5 presents the results and observations from the user study. Chapter 6 discusses conclusions I drew from the research and user study. Chapter 6 also discusses planned and potential future work on related topics and other domains that this research may be applied to in the future.

1.2 Locked-in Syndrome

Locked-in Syndrome (LIS) is a condition resulting in the paralysis of nearly all voluntary muscles except for the muscles that can control the movement of the eyes [1, 2]. LIS also renders patients with the inability to speak, allowing them to only communicate via eye movements. Patients with LIS remain conscious and awake, and cognitive function is typically unaffected. There are several causes that can lead to LIS and other conditions that have similar symptoms.

Motor neuron disease (MND) is a group of diseases that affects the nerves of the brain and the spinal cord [3]. MND causes messages from the brain to the muscles to gradually decrease, leading to atrophy. The most common form of MND manifests itself as amyotrophic lateral sclerosis (ALS). ALS is a progressive
neurodegenerative disease [4]. Since the disease is progressive the symptoms get worse over time [5]. Early symptoms of ALS include muscle stiffness or weakness. As the disease progresses, voluntary muscle movement can deteriorate, leading to the loss in ability to move, speak, eat, and, ultimately, breathe. Many of these symptoms are similar to those of LIS. There is currently no cure or treatment that halts or reverses ALS. Life expectancy of a person diagnosed with ALS averages from about two to five years, however, this can be highly variable, and progression of the disease is not always predictable.

Although the sequence of symptoms and the rate of disease progression is variable, individuals with ALS will eventually lose the ability to stand or walk, and user their hands and arms. This typically includes the ability to write. The disease will also usually progress to the point where vocal speech will become difficult or impossible. However, muscles in the eyes may not be affected, or may be affected only very late in the disease progression. Individuals with ALS that suffer from the symptoms will still be required to communicate their needs and desires just like every other individual.

1.3 Augmentative and Alternative Communication

The American Speech-Language-Hearing Association defines augmentative and alternative communication (AAC) as, “all forms of communication (other than oral speech) that are used to express thoughts, needs, wants, and ideas” [6]. AAC systems can typically be classified into one of two categories: unaided systems and
aided systems. Both types have the same purpose of providing tools and strategies to solve everyday communication challenges [8]. Unaided systems do not require anything external to an individual’s body. This include gestures, body language, facial expressions, eye gaze, and sign language [7]. Aided systems utilize other materials, equipment, tools, or devices. Aided systems can also be broken down into two sub-categories: basic and high-tech. Basic systems include pen and paper and pointing to letters or picture boards. Introducing a computer to the system will transition it to a high-tech system. This can include touching letters or pictures on a screen and then converting it to speech.

The ALS Association differentiates augmentative communication and alternative communication [14]. Augmentative communication is used by people who still have some speech ability but may be degraded or have limited abilities. Augmentative modes of communication are used to support, or supplement what the person is able to say verbally in this case. Alternative communication is required when a person has no speech. In this case, patients must rely on an alternative communication method to make all of the needs and desires known.

The content and configuration of aided systems can vary greatly depending on the capabilities and comforts of the individuals using the systems. High-tech systems are constantly being developed and improved to better accommodate user’s needs.
1.4 Eye and Gaze Tracking

Eye and gaze tracking devices can be used to facilitate high-tech aided AAC systems. The tracking devices can be employed as an intermediary interface between the individual user and a computer system.

Oculography is the method for recording eye positions and movements [9]. There are several different methods to perform oculography including electro-oculography, scleral search coils, infrared oculography, and video oculography. Electro-oculography uses sensors attached to the skin around the eyes to measure electric fields as the eyes move. This method requires very close proximity to sensors; however, it does have the benefit of being able to detect eye movement when the eyes are closed (such as when sleeping). Scleral search coils is implemented by embedding small wire coils into a modified contact lens. The contact lens is then placed in the eye. Using a mirror in the contact lens, reflected light can be measured, and by determining the orientation of the coil in a magnetic field, an individual’s eye orientation can be determined at high accuracy. However, this method is highly invasive. Infrared oculography measures the intensity of the reflection infrared light illuminating the eye. This method can be easy to implement, using a system mounted to spherical glasses; however, the detection range can be limited. Video oculography is the most widely used and widely researched method for eye tracking. It uses one or more cameras to determine the movement of eyes based off of the images captured.

In order to perform gaze tracking, the location of the eye must be detected from a collected image. Information about the eye regions and head pose can be
gathered, and a gaze direction can be estimated. Eye and gaze tracking technologies can be used as input devices for computer systems. If an individual is presented with a computer screen, a gaze tracker can detect where the user is looking and interpret this to control a computer cursor.

1.5 Grounded Language

The goal of language grounding is to interpret the physical world into a representation of natural language tied to it [11]. Humans have the ability to see objects, identify, and describe them in a way that other humans can typically easily understand. It becomes a much larger problem space when attempting to have a system, such as a computer or robot, that can interpret these physical objects and assign meaning to them. For instance, if we have a system that understands the meaning of stripes and the meaning of horse, we might be able to have the system learn the meaning of zebra as stripes plus horse [10]. But, in this case, how do we get the system to understand stripes and horse in the first place?

There are several other challenges that are introduced when studying language grounding [12]. In order to develop a robust, open-ended flexible intelligent system that can handle such tasks as language communication, we must consider the whole systems approach; that is, integrating multiple subfields of artificial intelligence, such as sensorimotor intelligence, high level knowledge representation, and reasoning and verbal interaction, into a single system. Another challenge lies in the leveraging of robot systems capable of using their computing power, sensor arrays, and motor
controls to assist in developing language models. There must be a connection made
between the intelligent system platforms and the natural language aspects of the
problem. Lastly, human language is constantly evolving. New words are constantly
being created and the meaning of existing words are changing. We need to develop
a system that is flexible enough to adapt to the ever-changing cultural system of
language.
Chapter 2: Related Work

2.1 Existing AAC Products

With modern technology, patients with ALS who are unable to speak use electronic devices to make themselves understood [14]. There is a portion of ALS patients who can speak but are unable to physically type to utilize certain electronic devices [15]. In a Windows environment, a keyboard and mouse input are essential. In many cases, there is an on-screen keyboard available for text input. There is also the option of an on-screen mouse to use as input in place of the physical handheld mouse. These virtual counterparts allow users to have access to the same Windows features that any other user would have using the physical devices. There are also many different options for text to speech tools available that will speak whatever is typed into the computer. Some of the more popular, free of cost text to speech applications that may be more popular include E-triloquist, MyFTC, Natural Reader, and PVoice.

A mobile device, such as a cellular phone or tablet, can be used for communication. If a patient has difficulty with speech but has hand and finger function, they can use applications such as Speak It, Small for Aphasia, Locabulary, or Proloquo2Go as voice output [13]. In a similar function, a personal computer can also
be used for communication via voice output software. If a patient no longer has
use of their hands, they may use a headmouse as input to the computer. A user
operates the computer through movements of the head that are being sensed by a
receiver connected to the computer. Dedicated speech generating devices can also
be used but tend to be very expensive, ranging from approximately $5000 to over
$15000. These systems include VMax from Dynavox, ECO from Prentke Romich,
and Lightwriter from Tobii/ATI.

The EyeLive system is a method to track the gaze of ALS patients. The Eye-
Live system can track eye movement to determine the direction a user is looking,
and by using a nine-cell grid, creates a hierarchical selection algorithm to generate
text input that can be used for communication. After initial experimentation it
was found that the gaze tracking was inconsistent, and typing speed was below a
desirable rate, requiring much training and practice to increase speeds [16]. Be-
cause the interface still employs a single character selection method to craft full
messages, it requires three interface selections for each character, rendering it slower
than a standard QWERTY keyboard. However, this is an interesting approach to
implementing a communication interface due its simplistic design.

Two communication methods currently in use by ALS patients are the Eye-
Gaze and GazeTalk applications [18]. GazeTalk uses a hierarchical menu structure
with word prediction in order to facilitate communication. EyeGaze employs the
more traditional virtual QWERTY keyboard for eye typing. Through very small
sample size studies, it was demonstrated that the typing rate with the EyeGaze
system was higher than the GazeTalk system. The EyeGaze also had a lower error
rate than GazeTalk. There are beliefs that these results might have been observed due to user’s familiarity with the simple, standard keyboard layout. There was also more error in the GazeTalk application due to the prediction method. Once a word had been predicted, a user would have to backspace through the word in order to correct it. With the simple keyboard of EyeGaze a user would type exactly what they wanted, resulting in the need for less error correction.

Another product in use by patients with ALS is the Eye-gaze Response Interface Computer Aid (ERICA) [19]. ERICA, when combined with other tools, can provide onscreen keyboards, full words, command keys, abbreviation expansion, Windows-based programs, and environmental controls. During a study of 15 individuals with ALS, it was found that 14 of the individuals were able to continue using the ERICA system successfully through their progression. It showed that a desire existed in the study participants to continue communication and use of other applications. It also led to the conclusion that many methods of AAC can require a lot of lead time to obtain, set up, and learn, resulting in high over costs.

2.2 Related Research

2.2.1 Gaze Tracking and Interface

Liu et al. introduces an eye-gaze tracking system in an attempt to overcome more expensive and complicated models [24]. The system presented, called EyeLive, uses infrared sensors installed on a pair of glasses to detect the direction of the eye gaze as well as blinking. The EyeLive interacts with a computer interface using
a grid divided into nine areas, mostly focusing on five of the areas, leaving out the extreme corners. Running through multiple trials of user testing demonstrated reasonably successful results, showing accuracy when targeting specific points in 5 regions. As technology advances, more and more affordable and reliable solutions for gaze tracking will become commercially available for use.

As stated by Majaranta and Räihä, “most eye typing systems are implemented by having a virtual keyboard on the screen.” It is stated that while gaze tracking input can be fast, the resolution can be an issue. It can be difficult for gaze tracking systems to detect minute differences in angles of the gaze. It is also mentioned that, “when a traditional keyboard is used, the user can feel the keys and hear the clicks while typing. S/he can also observe the changes on the screen as the letters appear. Before the user of an eye typing system can select the focused item, the system should give clear feedback.” Some type of on screen feedback is needed to avoid any confusion as to where a user is focused while using a gaze tracking device. This is a good thing to keep in mind when designing a user interface. There are many things to take into consideration when designing the interface including the size and layout of selectable entities. In regards to the interface specifically, Majaranta and Räihä came to the conclusion that typing issues had not really been studied in detail at the time. They state that there are some interactions that have been largely overlooked including methods for editing text, selecting a chunk of text, scrolling the text, and undo methods [17].

Some conclusions from Carrington, Hurst, and Kane in a study of “Wearables and Chairables” can also be applied to this problem. Their study showed that users
had a desire for technologies that can fit to the form factor of the wheelchair they may be confined to. They also showed interest in wearable technology [21]. By following these guidelines, we can design an interface to work with technology that is streamlined to fit comfortable on a wheelchair (i.e. tablet computer display for an interface and smaller, less intrusive gaze tracking device).

2.2.2 ALS and Communication and Technology

In a study of “Duration of AAC technology use by persons with ALS,” it was found that the mean duration of AAC use was 28.4 months among all participants. One of the observations observed from the study was that there may be an increase in the number of ALS patients opting for invasive mechanical ventilation. This results in the need for access to AAC with considerably less motor control as the lives of the individuals are prolonged [20]. Overall this results in a greater demand for more accurate, easy to use AAC gaze tracking system. As gaze tracking technology improves, so will the usefulness of the applications and user interfaces tied to them.

Beukelman, Fager, and Nordness outline the importance of a timely referral for communication support for people with ALS [23]. Because the rate of progression of the disease varies from patient to patient, it can be difficult to determine the exact time of when one should begin using an AAC system. It is suggested that an early adoption is preferred. They also state that general acceptance of AAC tools is generally high, and AAC tools are often used until near the end of life of the ALS patient. It is proposed that AAC systems that are adaptable to the level of
motor function of a user is very beneficial. As a user progresses with ALS it may be necessary to transition from an interactive touchscreen to a gaze tracking interface. One of the future goals of the AAC system outlined in this paper is to have the language model learn and adapt while the user is still able to speak and as they start to progress with the symptoms of ALS.

Research performed by Richter, Ball, Beukelman, Lasker, and Ullman reported that AAC technology of varying levels is employed to fulfill different purposes [26]. It was reported that users will express quick needs using unaided or low technology methods of AAC. More in-depth information is often communicated using high-tech AAC systems. Fried-Oken et al performed a study, surveying caretakers of patients diagnosed with ALS to determine the main purposes of AAC device use [22]. Based on the purposes included in the survey, they found that AAC devices are most used for getting basic needs met and clarifying needs; however, it was noted that over one quarter of participants also responded that they did not use an AAC device for those purposes at all. Participants deemed that making sure basic needs are met and providing instructions or directions to others were among the most important uses for AAC devices. A study performed by Joan Murphy, consisting of observing fifteen people with ALS in their homes [25]. While none of the subjects used any type of high-tech AAC device, it was found that communication was still a very important part of their lives. It was observed that it was most important to communicate to develop and maintain social closeness rather than to convey needs or wants or transfer information. The goal for the development of my AAC system is to be beneficial for users in all communication situations.
2.2.3 Grounded Language

An experiment conducted by Chen and Mooney leveraged a symbolic form of an event in order to produce commentary related to the actions taking place [29]. Their focus was on extracting existing commentary, parsing, and assigning it to pieces of corresponding action. By training a language model in this fashion, they were able to successfully simulate sporting events and generate accurate commentary to go along with it. This idea behind this language model parallels some of the aspects I will be aiming to reach in future work. I aim to have a system that will be able to generate language based on objects or actions around the central agent.

Dindo and Zambuto developed a probabilistic approach to learning a grounded language model [28]. They created an interactive training system to teach the salience of objects to a robot using visual cues and descriptive language. From the description, the language model can assign semantic categories and classes to objects which will eventually develop into lexical item, branching a word to a semantic category. They have also extended their work to applying syntactical constraints to the words during training of the language model. This allows for a firmer representation of word meaning in the language model. This work provides great foundation for developing a grounded language model.

Relying heavily on hidden Markov models, Yu and Siskind developed a grounded language model that learns word meanings from pairings of videos and sentences [27]. Unlike several other grounded language models, this work results in scenes labeled with complete sentences rather than just individual words. They developed a lan-
guage model that is able to analyze an entire scene or series of scenes in video form and develop some type of meaning for it. The material covered in this research could contribute greatly when considering real life scene interpretation on-the fly in order to gather language groundings to support environmental context.

2.2.4 Context Understanding

Dey and Abowd performed a study to better understand context and context awareness in computer systems and interactive applications [30]. They defined context as, “Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and applications themselves.” This definition was stated to make it easier to associate the types of context needed for various application scenarios. Dey and Abowd also listed location, identity, activity and time as being the most important types of context. These researchers also defined context-aware as, “A system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the users task.” Context-aware applications have the ability to adapt to various situations based on context. All of this research provides informative and thought-provoking insight when developing an application with context in mind.
Chapter 3: Hypothesis

The scope of this study is to investigate the usage of a user interface with a simulated language model developed with the purpose of enabling a user to communicate via a gaze tracking device as input. My hypotheses are mostly targeted to the users’ reactions towards their interaction with the interface, as well as the comparison of responses with context driven text prediction versus standard text prediction. In order to determine the reaction of users towards the interface, a user study is performed, and surveys are administered throughout the study and afterwards. In order to determine users’ feelings towards the communication system overall, we will focus in on survey provided after all tasks of the study are completed.

The survey included questions about the interface’s usability, complexity, and efficacy, as well as the interaction with the interface using the gaze tracking device. I believe that users will be positive towards the interface and communication system as a whole.

During the study, participants are introduced to the interface in four different incarnations. These four methods are outlined in Table 3.1. The methods vary on the corpus of text relied upon for text prediction, as well as the amount of suggested text provided. The language model behind the interface and the user study procedures
are elaborated upon in Chapter 4.

Table 3.1: The four text prediction methods tested, which vary in whether they generate words (W), multiple words (MW), and sentences (S), and whether they are based on an existing English corpus or a preliminary contextual corpus.

<table>
<thead>
<tr>
<th>Method</th>
<th>Corpus</th>
<th>W</th>
<th>MW</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>StdEng</td>
<td>Standard English</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>ContWord</td>
<td>Contextual</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ContWords</td>
<td>Contextual</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ContSent</td>
<td>Contextual</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

I believe that an interface that provides context-based text predictions with complete sentence suggestions will result in a more pleasing user experience. I believe that users will feel that they can communicate easier and quickly when using an interface with context driven text prediction with complete sentence suggestions when compared to an interface with other methods of text prediction. This hypothesis will be tested against results from a survey administered after each task during the user study. The survey asked for responses from participants based on each one of the methods outlines in Table 3.1.

I also believe that users will in fact require less time to complete tasks in which an interface is provided that uses context-based text prediction with complete sentence suggestions. This will be verified using data recorded during the user study. For each task a participant completes, the number of clicks and the time
to complete each task is recorded. The averages between the different interface population methods will be compared against each other in order to determine if there is any significance in the difference in time to complete tasks or the required number of clicks to complete tasks.
Chapter 4: Approach

4.1 Initial Data Collection

To begin this study, it was decided that four scenarios would be created for the basis of the language models and testing.

The four scenarios were:

1. You are on the first floor of a multi-story building. You would like to get to the fifth floor. You move into the elevator, and you happen to end up being positioned towards the back of the elevator. However, there is someone standing next to the button panel. What do you say to them?

2. You have broken your leg and have it in a cast. You are supporting yourself and moving around with crutches. You are wearing a backpack with a water bottle in it, but you are unable to maneuver on the crutches to access it. You are getting thirsty and would like your water bottle. What do you say to a nearby friend?

3. You are roaming the halls of work and pass a co-worker. They stop, smile, and say, “Hey, how's it going?” Your day is going very well. With what do you reply?
4. You have been having stomach pains after eating each day for the past week.

You are visiting your doctor. They ask you how you are doing. What is your response?

These scenarios were selected for being common interactions with other people that could lead to natural responses. After selecting these scenarios, I solicited anonymous responses to a preliminary survey via a Google Form. Survey participants were presented with various scenarios and asked to type responses. The scenarios required spoken messages. These responses were then used in support of the language model behind the interface.

4.2 The Interface

The interface was designed and developed in an attempt to create a simple and intuitive input system. The main page of the interface, as seen in Fig. 4.1, displays the outgoing message, buttons with suggested text, and several utility buttons. The field at the top of the screen provides a clear display of the currently crafted outgoing message. The buttons directly below the message field will vary depending on the scenario. Fig. 4.1 shows the interface as it would look when providing single word text predictions. Fig. 4.2 shows the interface as it would look when providing single word and multiple word predictions. Fig. 4.3 shows the interface as it would look when providing complete sentence or phrase predictions. When a button is selected, the text within is then added to the outgoing message, and the suggested text contained in the buttons is updated as well.
Figure 4.1: The main screen of the developed interface. It is currently showing single word predictions.

Figure 4.2: The main screen of the developed interface. It is currently showing single word and multiple word predictions.
Figure 4.3: The main screen of the developed interface. It is currently showing full sentence predictions.

The text is drawn from the language model based on the current outgoing message. At the bottom of the interface screen are utility buttons. From left to right in Fig. 4.1, the utility buttons are as follows:

1. The button that contains the image of a keyboard will take the user to a page with an on-screen QWERTY style keyboard, as seen in Fig. 4.4.

2. The [<<] and [>>] buttons will cycle through pages of suggested text.

3. The [Clear Word] button will remove the last word from the message field.

4. The [Clear Line] button will clear the entire message field.

5. The button with the power symbol on it will close the application.

There is also a button located directly to the right of the message field contain-
Figure 4.4: The QWERTY keyboard page of the interface.

The utility buttons for the QWERTY style keyboard screen of the interface in Fig. 4.4 are very similar to those seen on the regular text prediction screen. There are several exceptions. The [Suggestions] button take the user back to the screen referenced previously with only predictive text selections. The [Backspace] button will delete the last character in the message field. The [SPACE] button inserts a space character into the outgoing message field. The rest of the character keys input the character one would expect into the message field. The QWERTY keyboard screen also has single word auto-complete and predictions directly below the message field. The QWERTY page allows for a more customized input. If the user does not like any of the predicted text on the main interface screen, they may
choose to input text via the QWERTY keyboard.

The interface was designed to be straightforward to use with very little learning curve. The interface should be easy to read by users. The size of the interface was implemented to approximately fit on a standard tablet computer for future development and testing uses.

4.3 The Language Model

The long-term goal for this AAC application is to have a language model that has been taught by the user over time in order to learn proper phrasing. The overall system will also involve sensor readings from the environment to develop context. The system will be able to intelligently select portions from the language pool depending on the context for suggestions through the interface.

In order to simulate a fully functioning language model, I first needed to have the system “learn” from the user. To accomplish this, I used the responses to the preliminary survey. The responses to the survey were then collected and compiled into an n-gram language database for each scenario leveraging the Presage predictive text entry platform. It added the collected language to an already compiled English language database. The standard data set is built into the Presage platform and is trained from the novel Don Qijote. This n-gram system allowed for predictive text to be implemented based on the text that had already been selected for output. In order to simulate the language model being context-based, the scenario specific language model can be implemented on the back end. In order to populate full
sentence suggestions, sentences are taken directly from the list of responses to the preliminary survey.

The interface as shown in Fig. 4.5 shows the text prediction and auto-complete in action. The scenario being presented is: You are roaming the halls of work and pass a co-worker. They stop, smile, and say, “Hey, how’s it going?” Your day is going very well. With what do you reply? The text prediction method supplying suggestions to the interface is context based with one and two word suggestions.

Fig. 4.6 shows the interface after a user has begun responding to the scenario: You have broken your leg and have it in a cast. You are supporting yourself and moving around with crutches. You are wearing a backpack with a water bottle in it, but you are unable to maneuver on the crutches to access it. You are getting thirsty and would like your water bottle. What do you say to a nearby friend? The main
Figure 4.6: The main screen of the developed interface. It is currently showing the interface after a user has selected a suggested word.

The interface is shown presenting one and two word suggestions that are context based.

Fig. 4.7 shows the interface in the same state as previously described, however, it is displaying the QWERTY screen. The single word suggestions based off the current input can be seen directly below the message field. These suggestions are context based similar to the main screen suggestions.

The interface as shown in Fig. 4.8 is what the main interface screen would look like if the user described previously had entered another character into the message field. Updated context based, one and two word suggestions can be seen on the interface.

Fig. 4.9 shows the QWERTY screen of the interface after a partial response has been entered into the text field. The auto-complete suggestions in this case are predicted using the standard English library.
Figure 4.7: The QWERTY screen of the developed interface. It is currently showing the interface after a user has selected a suggested word.

Figure 4.8: The main screen of the developed interface. It is currently showing the interface after a user has entered in a partial word.
Figure 4.9: The QWERTY screen of the developed interface. It is currently showing the interface after a user has entered in a partial word.

Figure 4.10: The main screen of the developed interface. It is currently showing the interface after a user has selected a complete sentence to output.
An example of the interface demonstrating the selection of a suggested complete sentence with next word(s) suggested can be seen in Fig. 4.10. The outgoing message that has been entered can be seen in the text field. The interface has suggested what it determines is the next best word or series of words based on the supporting language model.

4.4 The User Study

Participants of the user study were asked to interact with the developed AAC interface using a Tobii Dynavox PCEye Mini eye tracker for input. There were specific pieces of the interface developed to help facilitate the study. Before each task, the user was presented with a screen providing instructions as to what to do next as seen in Fig. 4.11 and Fig. 4.12. Once a user reads the text on the prompt, they must click the [Ok] button to continue on to the task itself. Once a user is completed with a task (finished entering text into the outgoing message field), they click the text-to-speech button (the button with the image of the speaker on it).
Each user was provided with familiarization tasks for the interface. This allowed the user to become familiar with the capabilities of the interface but did not reveal the different experimental methods or the context-based, predictive text language models. Each user would receive the same set of tasks, also referred to as scenarios. The first familiarization task specified a sentence to type into the outgoing message field and the single word predictive text options available to them provided all of the words necessary to complete the sentence. It was designed to gain familiarity with the main screen of the interface providing suggested text. The second familiarization task specified another sentence to type into the outgoing message field. For this task, the single word predictive text was not sufficient to complete the sentence, forcing the user to utilize the QWERTY keyboard. The goal of this task was to gain familiarization with the QWERTY keyboard input screen of the interface.

After the familiarization task, the user is presented with a series of four addi-
tional tasks, the scenarios enumerated in the previous section, in a random order. The user would be presented with single word, standard text prediction on the main screen of the interface for the first scenario, regardless of the scenario. The user would be presented with context trained, single word predictive text for the second scenario they were tasked with completing. For the third scenario, the user would be presented with context-sensitive, single and multiple word text prediction. On the final scenario, the users were presented with context-sensitive, single word, multiple word, and complete sentence predictions to select from.

For each task, the user was able to input text into the outgoing message field by selecting from the suggested text on the main screen or switching to the QWERTY keyboard to enter text. Users were able to switch between screens at will. After each scenario is completed, the user was asked to complete a short survey regarding the task. After all scenarios are completed, the user was asked to complete a survey in regard to the overall experience with the interface and study.

4.5 Surveys

The questions asked in each survey can be seen in Appendix A. All questions asked users to respond using a five step Likert scale. Although there were too few responses in this user study for statistically significant qualitative interpretation, I am able to provide anecdotal analysis.

The survey given after all tasks were completed gave insight to how users felt about the overall communication system. There were several questions regarding the
complexity, consistency, and ease of use for the interface. Several of the questions were related to using the gaze tracking device to control the mouse cursor and select buttons. This survey will provide information as to how the overall communication system was received and can provide valuable input into changes and improvements to be made to the system in the future.

The surveys given after each task were aimed at gathering information about how the user felt using the communication system for the various methods outlined in Table 3.1. The questions in those surveys are related to how easy the participants found the tasks, how frustrated they were using the interface to complete tasks, and how effectively they thought they could communicate using the interface. Since these results were recorded on a task by task basis, it allowed for the comparison between interface text prediction methods.

The interface program monitored the number of clicks a user makes to interact with the interface and records the number of clicks required to complete each task. The amount of time it takes a user to complete each task was also recorded by the program. These numerical values allow for the comparison of time required and total interaction required to complete the tasks based on the methods of text prediction provided by the interface. By analyzing average values from task to task, I can see which methods of text prediction appeared to better support quick and effective communication.
Chapter 5: Results

5.1 Overall Interface Reactions

As stated previously, participants of the user study were administered a brief survey after interacting with the provided interface for each scenario task. There were four of these short surveys in total. After all tasks were completed, a comprehensive survey was administered regarding the overall study. The surveys allowed responses based on a five step Likert scale. The exact surveys can be referenced in Appendix A. There was a total of twenty participants in the user study.

By observing the results of questions 1 through 10 of the final, comprehensive survey, we can see participants’ reception of the communication system and some of its individual components. The number of responses for each question can be seen in Fig. 5.1 and Fig. 5.2. We can analyze the number of different responses for each question to observe certain trends and to draw conclusions.

For the first question, study participants were asked to respond to the following statement: I think that I would like to use this interface frequently (given the situation where you must communicate via text). A majority of users responded that they somewhat agreed with this statement. The second question asked users to respond to the following statement: I found the interface unnecessarily complex.
Figure 5.1: These are the responses to the survey administered after all tasks were completed. These questions correspond to those numbered 1 through 5 in Appendix A.

Figure 5.2: These are the responses to the survey administered after all tasks were completed. These questions correspond to those numbered 6 through 10 in Appendix A.
A majority of users responded that they somewhat disagree with this statement.

The third question presented users with the following statement: *I thought the interface was easy to use.* A majority of users responded that they somewhat agree with this statement. The fourth question asked users to respond to the following statement: *I think that I would need the support of a technical person to be able to use this interface.* Half of the users responded that they somewhat disagreed with this statement. Only three users responded that they either somewhat agreed or strongly agreed with the statement. The fifth question of the survey prompted users to respond to the following statement: *I found the various functions in this interface were well integrated.* A majority of users responded that they either strongly agreed or somewhat agreed with this statement. The sixth question asked users to respond to the following statement: *I thought there was too much inconsistency in this interface.* A majority of users responded that they somewhat disagree with the statement. From this series of questions, it can be seen that users believe that the interface was easy to use, well integrated, not unnecessarily complex, and non inconsistent. Most users thought that they would not require the support of a technical person to be able to use the interface and said that they would use the interface frequently if they were in a situation where they required such a thing.

The seventh question asked users to respond to the following statement: *I would imagine that most people would learn to use this interface very quickly.* A majority of users responded that they somewhat agree with the statement. The eight question prompted users to respond to the following statement: *I felt very confident using the interface.* A majority of the users responded that they either
strongly agreed or somewhat agreed with the statement. The ninth question asked users to respond to the following statement: *I needed to learn a lot of things before I could start using this interface.* All users responded that they either somewhat disagreed or strongly disagreed with the statement. The tenth question of the survey asked users to respond to the following statement: *I found the interface very cumbersome to use.* Eight users responded that they somewhat disagreed with the statement, one user responded that the strongly disagreed with the statement, four users responded that they were neutral about the statement, four users responded that they somewhat agree with the statement, and one user said that they strongly agreed with the statement. From these four questions, it can be seen that users believed the interface can be picked up by most other people quickly, they did not need to learn many things prior to using the interface, and the interface was not cumbersome to use. Overall, users were fairly confident when interacting with the communication system.

5.2 Gaze Tracking Device as Input

Questions 11 through 14 of the final survey were targeted more towards users’ reactions of using the gaze tracking device as input to the communication interface.

The eleventh question prompted participants to respond to the following statement: *I found it hard to look at the buttons long enough for them to be clicked.* Ten users responded that they somewhat disagreed with the statement, one user responded that they strongly disagreed with the statement, two users responded that
Figure 5.3: These are the responses to the survey administered after all tasks were completed. These questions correspond to those numbered 11 through 14 in Appendix A.

eight agreed with the statement. The twelfth question asked users to respond to the following statement: *I didn't mind the staring at the buttons for the length of time needed to cause a click to occur.* Eight users responded that the somewhat agreed with the statement, two users responded that the strongly agreed with the statement, six users responded that they were neutral towards the statement, and four users responded that they somewhat disagreed with the statement. The thirteenth question asked users to respond to the following statement: *I often felt the mouse cursor wasn't moving to the button I wanted to click.* Six users responded that they somewhat agreed with the statement, three users responded that they strongly agreed with the statement, five users responded that they were neutral towards the statement, four users responded that they somewhat disagreed with the statement, and two users responded that they strongly disagreed with the statement. For the
final question of the user study survey, participants were prompted to respond to this statement: *I could easily control the mouse cursor with my eyes.* Seven users responded that somewhat agreed with the statement, two users responded that they strongly agreed with the statement, seven users responded that they were neutral towards the statement, three users responded that they somewhat disagreed with the statement, and one user responded that they strongly disagreed with the statement. The responses to these four questions show that users may have had some difficulties when adapting to the use of the gaze tracking device. Participants seem less confident in saying that it was easy to look at buttons long enough to activate a click action, that they didn’t mind staring at the buttons for the length of time required to activate the click, that the cursor was easily controlled, and that the button was often moving to the button they wanted to click.

These results overall show more variation of users’ responses. While the users had a generally positive reaction towards the interface, users appeared to have slightly more neutral or negative reactions towards using the gaze tracking device.

5.3 Comparing Text Prediction Methods

The results of the short, task-based survey has been organized by question to allow for better visualization and comparison of the different interface nuances between tasks. The first question of the short survey presented to participants prompted the user to respond to the following: *I felt I could effectively communicate what I felt I needed to for the given situation.* The number of responses to this
questions can be seen in Fig. 5.4. For all tasks, a majority of participants responded that they either strongly agreed or somewhat agreed with the statement. For the task presented to the participant where the interface provided context driven, single word, multiple word, and complete sentence and phrase suggestions, all users responded that they either strongly agreed or somewhat agreed with the statement. In general, participants felt that they were able to communicate effectively for all tasks. There was a slight increase in the number of people who agreed with the statement with the task that presented users with a context driven, single word, multiple word, and complete sentence and phrase suggestions as compared to other tasks.

The second question of the short survey prompted the participants to respond
Figure 5.5: These are the responses to the question 2, “The response I provided is exactly what I would have said in the given situation,” of the surveys administered after each scenario. The interface format shorthand labeled along the horizontal axis corresponds to those outlined in Table 3.1.

to the following statement: \textit{The response I provided is exactly what I would have said in the given situation.} The number of responses to this questions can be seen in Fig. 5.5. Once again, a majority of users responded that they either somewhat agreed or strongly agreed with the statement for every task. And once again, in general, participants believed that the response they provided was what they would have actually said in the situation. There was a slight decrease in the number of participants who disagreed with the statement with the task that presented users with a context driven, single word, multiple word, and complete sentence and phrase suggestions as compared to other tasks.

The third question of the short survey prompted the participants to respond to the following statement: \textit{I felt frustrated using the interface to complete this task.}
The number of responses to this questions can be seen in Fig. 5.6. For the task presented to users where the interface provided standard text prediction with single and multiple word suggestions, users had varied responses. For that task, one user responded that they strongly agreed with the statement, seven users responded that they somewhat agreed with the statement, six users responded that they are neutral about the statement, four users responded that they somewhat disagreed with the statement, and two users responded that they strongly disagreed with the statement. For all other tasks, a majority of the users responded that they either somewhat disagreed or strongly disagreed with the statement. When comparing the responses to each task, there is an increase in the number of participants who disagreed with this statement when going from the standard text prediction to the context driven text prediction. There was, once again, an increase in the people who disagree with the statement when moving to the task that presented users with a context driven, single word, multiple word, and complete sentence and phrase suggestions as compared to other tasks.

The fourth question of the short survey prompted the participants to respond to the following statement: *I found this task easy to complete.* The number of responses to this questions can be seen in Fig. 5.7. Once again, for the task presented to users where the interface provided standard text prediction with single and multiple word suggestions, users had varied responses when compared to other tasks. For that task, one user responded that they strongly disagreed with the statement, three users responded that they somewhat disagreed with the statement, eight users responded that they were neutral towards the statement, six users responded that they
somewhat agreed with the statement, and two users responded that they strongly agreed with the statement. For the remaining tasks, a majority of users responded that they either strongly agreed or somewhat agreed with the statement. There was an increase in the number of participants who claimed they found the task easy to complete when looking at the tasks that provided context driven predictions when compared to the tasks that provided standard text prediction.

The fifth question of the short survey prompted the participants to respond to the following statement: *I felt I could communicate quickly using this interface.* The number of responses to this question can be seen in Fig. 5.8. Similar to the previous two questions, for the task that presented users with an interface that provided standard text prediction with single and multiple word suggestions, users had varied
Figure 5.7: These are the responses to the question 4, “I found this task easy to complete,” of the surveys administered after each scenario. The interface format shorthand labeled along the horizontal axis corresponds to those outlined in Table 3.1.

responses when compared to other tasks. For that task, two users responded that they strongly disagreed with the statement, six users responded that they somewhat disagreed with the statement, six users responded that they were neutral towards the statement, 4 users responded that they somewhat agreed with the statement, and two users responded that they strongly agreed with the statement. For the other tasks, once again, a majority of users responded that they either somewhat agreed or strongly agreed with the statement. There was an increase in the number of participants who felt they could communicate quickly using the interface for tasks that provided context sensitive predictive text over the standard predictive text. There was an increase in the users who somewhat agree with the statement when comparing the task that provided context driven text prediction with sin-
Figure 5.8: These are the responses to the question 5, “I felt I could communicate quickly using this interface,” of the surveys administered after each scenario. The interface format shorthand labeled along the horizontal axis corresponds to those outlined in Table 3.1.

The interface program automatically timed and recorded the amount of time it took each user to complete each task. The statistics for the recorded values are visualized in Fig. 5.9. When simply observing the graph of the statistics, there is a visible decreasing trend in the times that is required to complete tasks as the interface becomes more “helpful,” meaning there are context-based predictions and the suggested text gets longer. Table 5.1 lists the mean and median required times to
Figure 5.9: These are box and whisker plots showing the time required to complete each method as presented to the user. The ‘x’ in each plot represents the median value of time required by all users. The interface format shorthand labeled in the legend corresponds to those outlined in Table 3.1.

complete a task for each prediction method. From this data it can be seen that there is a decrease in the amount of time required to complete tasks that provide context driven text prediction. It can also be seen that the time required to complete a task that provides context-based text prediction with complete sentence and phrase suggestions is nearly one third the time of tasks that use standard text prediction with single and multiple word suggestions.

The interface program also recorded the number of clicks each user required to complete each individual task. The statistics for the recorded values are visualized in Fig. 5.10. Similar to the times required to complete tasks, observing the graph of the statistics, there is a visible decreasing trend in the number of clicks that is required to complete tasks as the interface becomes more “helpful.” Table 5.2 lists the mean
Table 5.1: The average times (in seconds) to complete tasks with the four text prediction methods tested (as outlined in Table 3.1).

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>StdEng</td>
<td>84.57</td>
<td>88.61</td>
</tr>
<tr>
<td>ContWord</td>
<td>65.87</td>
<td>61.18</td>
</tr>
<tr>
<td>ContWords</td>
<td>57.19</td>
<td>61.33</td>
</tr>
<tr>
<td>ContSent</td>
<td>29.99</td>
<td>17.76</td>
</tr>
</tbody>
</table>

and median number of clicks needed to complete a task for each prediction method. Once again, from this data it can be seen that there is a decrease in the number of clicks required to complete tasks that provide context driven text prediction. It can also be seen that the number of clicks required to complete a task that provides context-based text prediction with complete sentence and phrase suggestions is over one third the number of clicks need for tasks that use standard text prediction with single and multiple word suggestions.

These recorded results, combined with the results from the survey administered after each task, show trends towards a preference in a system that can provide context-based text prediction, specifically one that can provide complete sentences as suggested text. There is an obvious increase in performance from users seen in the recorded results as the interface uses a language model that provides more help (context-based text prediction, more suggested words). Results from the surveys also shows a similar trend in the responses and reactions from the users perspective.
Figure 5.10: These are box and whisker plots showing the number of clicks required to complete each method as presented to the user. The 'x' in each plot represents the median value of number of clicks by all users. The interface format shorthand labeled in the legend corresponds to those outlined in Table 3.1.

Table 5.2: The average number of clicks (in clicks) to complete tasks with the four text prediction methods tested (as outlined in Table 3.1).

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>StdEng</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>ContWord</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>ContWords</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>ContSent</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>
5.4 Study Observations

As the study was wrapping up for individuals, participants were also asked if there were any other comments or suggestions they had in regard to any of the technology or the study that they had completed. Study administrators collected the following responses:

- No place to rest your eyes - contemplation / creative
- I felt the keys were spaced too close. Maybe spacing them out better.
- Need more time to read longer phrases - time on short phrases is good
- The word phrase suggestions were all relevant, but not necessarily the options that my usual speaking choices would be
- I was able to control the cursor by adjusting the angle of my head and squinting, but with my lazy eye, this interface was difficult even after calibration
- If I squinted, the cursor wouldn’t move as much - would prefer it if looking away and looking back restarted the timer instead of continuing from where it was
- The only problem I had when using this interface was sometimes it was hard for my eyes to stop at the right place because they moved too quickly and the interface didn’t wait long enough for them to be clicked.
- My eyes tired quickly. You need to continue working out the kinks. This
technology is for disabled people, not lazy able bodied folks. The scenarios were bizarre for quadriplegics.

Some of these items might be attributed to unfamiliarity of the interface and, more specifically, the gaze tracking device. Several of these items can be carried forward into the future development of the interface and communication system.

Administers of the study also had several observations while running it. They noticed that once participants switched to the QWERTY keyboard page of the interface, they were very unlikely to return to the main suggestions page. They also noticed that participants in the study preferred to not permit typos when inputting text into the interface; Participants would often utilize the [Backspace] button and [Clear Word] button. It was also noted that most participants would create similar phrases; few would create original phrases. For the task in which the interface provided context driven text prediction with single word, multiple word, and complete sentence and phrase suggestions, participants commented that they chose a full phrase because it was there but otherwise would have said something different. Lastly, administrators of the study noted that as the study progressed and the interface began using context driven text prediction, two participants quickly noticed and commented that the suggested text was “much better” and asked if the data set had been changed.
Chapter 6: Discussion and Future Work

6.1 Conclusions

From the results of the user study, in general, users did feel that they could communicate easily and effectively using the communication system provided to them. The responses to the comprehensive survey administered to study participants supports the claims that the users would be positive towards the interface; specifically, users did not find the interface unnecessarily complex, users thought that most other people would be able to learn how to use the interface quickly, and that they thought they did not need to learn a lot prior to using the interface. All of these things suggest that the interface is easy to use.

Participants did have some slight adverse responses to several of the questions of the comprehensive survey. It appears that the implementation of the gaze tracking device was not as refined as one would hope. Users responses to the survey suggested that some had difficulty concentrating on areas of the interface long enough to interact with them and that the mouse cursor was not as responsive as they would have preferred. These could possibly be attributed to a lack of familiarity with the gaze tracking device that could be overcome with more usage. There could also be settings in the communication system or calibration to be completed with the gaze
tracking device that be better fine-tuned.

Although there are some slight trends seen from the responses to the surveys administered after each task to participants, it is difficult to draw conclusions from them alone. In general, users for most tasks felt that they could effectively, accurately, easily, and quickly communicate without feeling frustrated. When comparing the responses based on the various prediction methods, there is a slight preference towards an interface that provides context driven text prediction with single word, multiple word, and complete sentence and phrase suggestions, with the most significant trend seen in the frustration level of users.

When observing the statistics from the recorded values of time required to complete tasks and the number of clicks required to complete tasks there is noticeably strong trend comparatively between tasks. When the interface implements a context-based text prediction method we see a decrease in the time and number of clicks required to complete tasks. If the interface utilized context-based text prediction and uses single word, multiple word, and complete sentence and phrase suggestions, the time and number of clicks required is nearly one third of that required with an interface that uses standard text prediction. Several of the users even commented on their preference for the context-based text prediction without the knowledge of the difference in text prediction corpus was. This strongly supports my hypothesis that an interface that provides context driven text prediction, and one that provides complete sentence suggestions, will results in faster communication by users.

Considering the comments made by participants about the study, there is still
room for improvement with the AAC system. The interface itself is full of click-able areas, meaning that a user does not have place to rest their eyes while completing communication objectives. Users mentioned that there was no way to rest and that buttons seemed too close together. These are certainly factors to keep in mind for the future. A user also commented that the amount of time granted before a click was activated by the interface was too short for being able to read longer phrases. This should be a setting that is easily configured on a per user basis moving forward.

I believe that some of the items observed from the user study would be resolved with continued use of the communication system. I believe that once users build a habit of using the suggested text screen of the interface, they will want to return to it more often after using the QWERTY keyboard screen. As users of the interface gain confidence in their usage, I expect them to be less critical of errors. As for users selecting a complete sentence or phrase just because it was there, the intention is to have the language model learn from each unique user. This would result in text suggestions that are closer to what that user would actually say.

The results of this study demonstrated very similar results to an earlier study performed in which users interacted with the interface without the use of of a gaze tracking device as input. Participants in the study used a mouse to interact with the interface. This early study reflected an overall positive reaction towards the interface itself. The study also mirrored the trend in quicker times and less interaction required when completing tasks that provide context-based text prediction, specifically, when the interface suggests complete sentences.

Overall, the results from this study are very encouraging. The results support
that the interface that was developed was easy to use and efficient to communicate with. It was also found that when the interface provides context driven text prediction that includes single word, multiple word, and complete sentence and phrase suggestions, users are able to communicate faster and with less interaction with the interface. Some of the results from the study do suggest that there is more work to be done in regard to the gaze tracking device integration into the AAC interface.

6.2 Future Work

The language model that would support an AAC interface as outlined in this paper has plenty of opportunities to expand upon its domain. Language grounding plays a pivotal role in this language model. There is need for a system that can see the environment surrounding a user, and it needs to be able to interpret that into some type of meaning. We would start with determining what type of sensor platform is capable of gathering the information we need. A platform can be developed initially to gather training data in realistic organic settings to begin to better determine in what type of situations communication is required.

Once the system can see its environment, it needs to be able to process the data into some type of meanings. The system needs to be able to pick out the important things in any environment. This would need to be coupled with some type of learning system. With a supervised learning model, we could train the model to pick out the most relevant objects or events from an array of scenarios. The goal being to have the system interpret context automatically so as to invoke the right
model. Ideally, once the structure of the language and learning model is developed, the system would be trained by a user while they still have the ability to speak verbally. This would allow for a custom-tailored solution, having the system select the context that is most important to each individual user.

Provided the results of the user study, it suggests that the gaze tracking device requires further study. It may be the case that with more use, users of the device will feel more confident, and will find that the responsiveness and interacting with the graphic interface becomes better and more fluid. It may also be a matter of reconfiguring certain settings, such as the time it takes to recognize a cursor click with the device. As gaze tracking technology advances, there may be other options on the market to investigate as well. The goal is to find a budget friendly, non-invasive gaze tracking device in order to produce an AAC system that users not only feel comfortable with using but want to use.

More work can be completed on the graphical user interface as well. Further study can be conducted to determine the optimal appearance and layout of the interface. It is also important to ensure the interface will operate on a proper platform that could actually be used by patients in need, such as portable tablet devices. Finally, the system needs to be integrated. The sensor platform, display for the interface, and the gaze tracking device will all need to coexist on some type of other mobile platform such as an electric wheelchair.
6.3 Other Domains

The importance of context sensitive language proven in this study, as well as the future work performed on language groundings can be applied to a wide variety of other domains. Determining the context and salience of various environments could be the keystone of many future artificially intelligent systems.

For instance, in the field of law enforcement, writing incident reports are a standard daily task for officers. If it were possible to develop an intelligent and reliable system that could survey a scene and extract salient parts of the environment, it could greatly aid the officer. The system would be able to provide a resource that could save time and produce more accurate reports.

Provided advancements in the field, on-the-fly language translators could stand to benefit from this technology as well. Providing context to a language translator model could greatly increase the accuracy in the system.

Survey and surveillance systems could also show improvements from development of this technology. Once again, the ability to pull important objects from a scene and automatically provide context for whatever the situation may be could greatly enhance the responsiveness and reliability of such systems.

This technology goes well beyond object detection and classification in images. It is the ability to assign real meaning to a scenery; to be able to tell a story. Using language groundings to provide context has a nearly limitless future with a gateway to many other fields.
Appendix A: User Study Surveys

Participants of the user study were administered two types of survey. The first survey type was administered after each scenario, and was only in regards to the recently completed task. The second survey was administered to the participant after all tasks were complete, and was in regards to the overall study and experience with the interface.

A.1 Scenario Survey

1. I felt I could effectively communicate what I felt I needed to for the given situation.

   Strongly Disagree    Disagree    Neutral    Agree    Strongly Agree

2. The response I provided is exactly what I would have said in the given situation.

   Strongly Disagree    Disagree    Neutral    Agree    Strongly Agree

3. I felt frustrated using the interface to complete this task.

   Strongly Disagree    Disagree    Neutral    Agree    Strongly Agree

4. I found this task easy to complete.
5. I felt I could communicate quickly using this interface.

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

A.2 Overall Survey

For each of the statements below please select the choice closest matching your feelings about the statement.

1. I think that I would like to use this interface frequently (given the situation where you must communicate via text).

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

2. I found the interface unnecessarily complex.

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

3. I thought the interface was easy to use.

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

4. I think that I would need the support of a technical person to be able to use this interface.

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

5. I found the various functions in this interface were well integrated.

Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree
6. I thought there was too much inconsistency in this interface.

   Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

7. I would imagine that most people would learn to use this interface very quickly.

   Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

8. I felt very content using the interface.

   Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

9. I needed to learn a lot of things before I could start using this interface.

   Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

10. I found the interface very cumbersome to use.

    Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

11. I found it hard to look at the buttons long enough for them to be clicked.

    Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

12. I didn't mind the staring at the buttons for the length of time needed to cause a click to occur.

    Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

13. I often felt the mouse cursor wasn't moving to the button I wanted to click.

    Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree

14. I could easily control the mouse cursor with my eyes.

    Strongly Disagree  Disagree  Neutral  Agree  Strongly Agree
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